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ABSTRACT 
The concept of stochastic climate models developed in Part I of this series (Hasselmann, 1976) is 
applied to the investigation of the low frequency variability of the upper ocean. It is shown that 
large-scale, long-time sea surface temperature (SST) anomalies may be explained naturally as 
the response of the oceanic surface layers to short-time-scale atmospheric forcing. The white- 
noise spectrum of the atmospheric input produces a red response spectrum, with most of the 
variance concentrated in very long periods. Without stabilizing negative feedback, the oceanic 
response would be nonstationary, the total SST variance growing indefinitely with time. With 
negative feedback, the response is asymptotically stationary. These effects are illustrated through 
numerical experiments with a very simple ocean-atmosphere model. The model reproduces the 
principal features and orders of magnitude of the observed SST anomalies in mid-latitudes. 
Independent support of the stochastic forcing model is provided by direct comparisons of 
observed sensible and latent heat flux spectra with SST anomaly spectra, and also by the 
structure of the cross correlation functions of atmospheric surface pressure and SST anomaly 
patterns. The numerical model is further used to simulate anomalies in the near-surface 
thermocline through Ekman pumping driven by the curl of the wind stress. The results suggest 
that short-time-scale atmospheric forcing should be regarded as a possible candidate for the 
origin of large-scale, low-period variability in the seasonal thermocline. 

1. Introduction 
In Part I of this series (Hasselmann, 1976, 

referred to in the following as I) a stochastic model 
of climate Variability was considered in which slow 
changes of climate were interpreted as the integral 
response to continuous random excitation by short- 
time-scale “weather” disturbances. To illustrate the 
basic concepts of the model we consider here a 
very simple “climatic system” consisting only of 
the upper layer of the ocean, which is driven by the 
random fluxes of heat and momentum across the 
air-sea interface. The model reproduces the prin- 
cipal features and orders of magnitude of observed 
mid-latitude sea surface temperature (SST) vari- 
ability in the period range of approximately one 
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month to two years, and is not inconsistent with the 
observed thermocline variability in the period range 
of a few weeks to half a year. In view of its strong 
simplifications the model should nevertheless be 
viewed only as an example of the basic statistical 
structure which may be expected generally for a 
two-time-scale climatic system, rather than an 
attempt to model quantitatively the upper layers of 
the ocean. A number of models of the internal 
dynamics of the upper layers a s h e  ocean have 
been proposed, most of them more sophisticated 
than the one considered here (cf. Nder, 1975 or 
Thompson, 1976 for reviews), but the principal 
features of the input-response relations with which 
we shall be concerned are independent of the details 
of the model. Another very simple climatic model 
applicable for longer time scales in the range 1 to 
105 years is discussed in Part I11 of this series 
(Lemke, 1977). 

Tellus 29 ( I  977), 4 



290 C. FRANKIGNOUL AND K. HASSELMANN 

Because of their long persistence, large-scale 
SST anomalies have attracted considerable atten- 
tion in the context of long-range weather fore- 
casting. Strong indications of SST-weather 
relationships have been revealed through the statis- 
tical analyses of extended time series (cf. Bjerknes, 
1966; Namias, 1969). Numerical experiments have 
also clearly demonstrated statistically significant 
modifications of weather patterns by critically 
placed SST anomalies, particularly in the tropics 
(e.g. Shukla, 1975; Rowntree, 1976), although the 
effects in mid-latitudes are often more difficult to 
detect in the presence of the higher natural vari- 
ability of the atmosphere (Salmon 8c Hendershott, 
1976; Chervin et al. 1976). 

Since anomalous thermal or circulation patterns 
in either the ocean or the atmosphere may signifi- 
cantly modify the conditions in the other medium, 
it has often been suggested that SST anomalies 
arise through ocean-atmosphere feedback pro- 
cesses, in which the presence of an SST anomaly 
modifies the weather patterns in such a manner that 
the anomaly is strengthened (e.g. Namias, 1959, 
1969)-although in some situations the atmos- 
phere may also tend to destroy an existing SST 
anomaly (Namias, 1975). We suggest here that the 
development of SST anomalies can be understood 
more simply, without invoking feedback mechan- 
isms, as the integral response of the ocean to 
random short-time-scale forcing by the atmos- 
phere-in accordance with an earlier proposal by 
Mitchell (1  966). 

Following the notation of I, the heat balance 
equation governing the evolution of an SST 
anomaly y( t )  at a given position in the ocean (or 
defined as an areal average) is assumed to have the 
simple form 

where u is a forcing function determined by the 
fluxes of latent and sensible heat, short- and long- 
wave radiation and momentum across the air-sea 
interface. The forcing function is regarded as para- 
meterized in terms of various atmospheric 
boundary-layer variables x( t )  and mixed-layer 
parameters. For simplicity, we shall retain only the 
SST anomaly as mixed-layer parameter in u (cf. 
Section 3). 

The basic assumption of the stochastic forcing 
model in I is that the characteristic correlation time 

scale r, of the atmospheric variables x ( f )  is small 
compared with the time scale ry of the response 
y(t). For integration times t < r,,, the variable y can 
then be regarded as constant in the right-hand side 
of ( l . l ) ,  and the evolution of the SST change Sy(f) 
= y( t )  - yo relative to an initial temperature y = y o  
at time t = 0 is given by the equation 

(1.2) 

where u( t )  may be regarded as a given, random 
function o f t .  Dividing the variables into mean and 
fluctuating components, Sy = (Sy) + y’, u = ( u )  + 
u’ where the means (. . .) are defined as ensemble 
averages over the atmospheric states x for given yo, 
eq. (1.2) may then be divided into a mean part and 
a fluctuating part, given by 

dY’ 
- = u’ ( t )  
dt 

(1.3) 

Equation (1.3) corresponds to the well-known 
continuous random-walk equation first considered 
by Taylor (1921). For a statistically stationary 
input u’(t)  the response is nonstationary, the 
variance of y’ increasing linearly with time for 
t 9 r, 

Q f 2 )  = 2 Dt for r, < t < rr ( 1.4) 
m 

where the diffusion coefficient D = .jJ-m R(r), and 
R(r )  = (v’(t + r )  u’ ( t ) )  denotes the input co- 
variance function. 

The variance spectra F(w) of the input u’ and 
G(w)  of the response y’ are related in the corres- 
ponding frequency intervals through 

The non-integrable singularity of the response 
spectrum (1.5) at w = 0 is consistent with the non- 
stationarity of y. For large t & r, the variance ofy’ 
is contained almost entirely in a linearly growing 6 
function at zero frequency. In accordance with the 
spectral interpretation of (1.4), the dnusion coeffi- 
cient can be expressed rather simply in terms of the 
spectral density of the input at zero frequency, 

D = nF(0) (1.6) 
The input spectrum is white in the range 5’ < w 6 
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GI, and the spectrum F(0)  at zero frequency in 
eqs. (1.5) and (1.6) should in fact be interpreted 
more rigorously as referring to this band, since the 
side condition t Q ry precludes a meaningful 
definition of the spectrum for frequencies of order 
r,’ or less. 

For t = O(ry), y can no longer be regarded as 
constant in the right-hand side of (1.2) and (1.3), 
and feedback effects become important. A net posi- 
tive feedback converts the linear growth in the 
range r, Q t Q ry into an exponential instability, 
and can therefore be ruled out as a realistic pos- 
sibility. Negative feedback, however, leads to an 
asymptotic balance between the random forcing 
and the feedback damping, yielding a statistically 
stationary response. For the simplest case of a 
linear feedback, eq. (1.1) takes the form 

- dY = u( t )  - 1y 1 > 0, const. 
dt 

and the structure function 

of fixed depth (“copper plate” model). The concept 
is tested both numerically, in a Monte-Carlo simu- 
lation using a simple two-dimensional turbulent 
model atmosphere (Sections 2 and 3), and against 
real input and response data (Section 4). In general 
it is found that the atmospheric input anomaly 
spectra are white in the relevant period range from 
a few weeks to a few years, as required, and that 
the SST spectra conform with the predicted form 
(1.9). Despite the crude copper-plate model of the 
mixed layer, the orders of magnitude of the input 
and response spectra are also in reasonable agree- 
ment with theory. 

In Section 5 the stochastic forcing model is 
applied to variability in the seasonal thermocline. 
In this case the driving term is the Ekman suction 
produced by the curl of the wind stress. For periods 
shorter than about 6 months, the /?-effect does not 
play a role, so that the linear response of the mixed 
layer can be characterized by an equation of the 
form ( l . l ) ,  and a time-scale separation between 
input and response is again possible. Comparison 

(1.7) 

[6y2(t)l = [ W o  + t )  

of the response is given by 

2 0  

1 
[dy2] = - (1 - e-A? for t > r, 

of the model simulations with observations suggest 
that the short-term random wind forcing may yield 
a non-negligible contribution to the variability of 
the seasonal thermocline. However, quantitative 
comparisons are more difficult in this case because 
of inadequate observational data on the wave- 
number-frequency spectra of the wind-stress curl. 

(1.8) 

Ensemble values over ally and x (corresponding to 
time averages over periods r % r,) have been 
denoted here by wuare brackets [...I to dis- 2* The mode’ - -  
tinguish them from the ensemble values (. . .) over 

(which correspond to time averages Random atmospheric forcing is simulated in our 
Over intermediate periods satisfying rx T r y ~ .  numerical stochastic air-sea interaction model 

bulence, in a form developed by Kruse (1975) for 
numerical investigations of the nonlinear transfer 

for fixed 

The equivalent spectral relations to (1.8) are given using a barotropic model of qU~i-geostroPhic tur- 

by 

within large-scale atmospheric motions in an equili- 
brium state. The model is of the type discussed, for 
example, by Lilly (1972) and Rhines (1975). It 

(1.9) 

provides a statistically stationary wind field, from 
which heat and momentum anomaly fluxes are 
inferred using bulk transfer formulae. The atmos- 
pheric system is not affected by the underlying 
oceans, i.e. there is no direct feedback from the 
ocean to the atmosphere. 

Kruse’s model represents a non-divergent, one- 
layer atmosphere in the B-plane approximation, 
bounded by two latitudes and zonally cyclic. The 
dependent variable is the stream function which 

An important feature of eqs. (1.8) and (1.9) is that, 
although the atmospheric forcing can be regarded 
as essentially uncorrelated white noise, the SST 
correlation time scale is very much larger, being 
determined solely by the relaxation time arising 
from the linear feedback. 

We apply these stochastic forcing concepts now 
to a very simple SST model in which the upper 
layer of the ocean is represented by a mixed layer 
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obeys the equation 

-rV2 v/  

where 

d B  a - = - 4. u, - 
dt at ax 

(2.1) 

Here x and y are eastward and northward 
Cartesian coordinates, U, a constant velocity taken 
to be 5 m sec-I, and J denotes the Jacobian 
operator. The dissipation terms simulate a combi- 
nation of internal viscous friction and surface drag. 
The boundary conditions are 

and 

W(X, y ,  t )  = W(X k PL, Y ,  (2.3) 

Jt is assumed in the following that L, = L,  = 8800 
km (“hemispheric model”). Equations (2.1)-(2.3) 
are solved spectrally by expanding Y in terms of 
harmonic functions. In our numerical experiments 
the series is square truncated after wavenumber 8. 
Wavenumber k in the model corresponds to 
longitudinal wavenumber n 2 4k in the atmos- 
phere. The flow is assumed to  be symmetric about 
4 5 O  latitude 0, = LJ2) to reflect the mid-latitude 
maximum of eddy kinetic energy (this also has the 
advantage of reducing the number of Fourier co- 
efficients). A constant forcing is imposed at wave- 
numbers (2,3) and (3,2) to  simulate baroclinic 
instability. The prognostic equations for the 
Fourier amplitudes were solved by alternating a 
Baer-Platzman and an Adams-Bashfort time- 
stepping scheme with a time step of 1 h. 

After the wind field had reached an approximate 
steady state (characterized by constant energy and 
enstrophy spectra), the equations were stepped for 
a further period of 512 simulated days. Fourier 
amplitudes were saved at 12-h intervals only, since 
there was little energy at frequencies higher than a 
cycle per day. The wind field was constructed on a 
16 x 16 grid by inverse Fourier transformation. 

Fig. 1 shows the power spectrum of the 
simulated wind data. The general features of 

P = 1,2,. . . 

I I 
lb61 Hz 1 

(llmonlh) (I lweek) 

-5  

Fig. 1. Simulated spectrum of the wind velocity at x = 0, 
y = L,/4. 

observed wind spectra are reproduced: a constant 
energy level at low frequencies, a peak at periods of 
several days, and a strong drop off at higher 
frequencies. Nevertheless, compared with observed 
wind spectra above the ocean (Byshev & Ivanov, 
1969; Wunsch, 1972; Frost, 1975), the simulated 
spectrum is nearly one order of magnitude too 
small a t  low frequencies and the energy peak is 
nearly one order of magnitude too high. However, 
this deficiency can be readily corrected for when 
comparing our computed oceanic response 
spectra against observations, since the input- 
response relations are linear. The wavenumber 
spectrum of the wind (Fig. 2) reproduces reason- 
ably well wavenumber spectra observed in the 
troposphere (for example by Kao & Wendell, 
1970), although observations suggest a somewhat 
flatter spectrum at low wavenumbers and a less 
steep decay proportional to k-’ at high wave- 
numbers. This latter discrepancy arises from the 
rather strong dissipation and limited wavenumber 
range of the model, which prevents the formation 
of an enstrophy inertial range. It should also be 
pointed out that the model wavenumber spectrum 
may show additional deficiencies when applied to 
the marine boundary layer. 

Despite its oversimplifications, the atmospheric 
model provides a simulation of a statistically 
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Fig. 2. Simulated wavenumber spectrum of wind 
velocity (continuous lines), total heat flux (dotted h e )  
and wind-stress curl (dashed lines). The values are 
averages over eight independent estimates. 

stationary wind field which is not too unrealistic. 
From the wind field, the heat and momentum 
anomaly fluxes which drive the ocean can then be 
calculated using bulk transfer formulae (Section 3). 
The main advantage of using a numerical model to 
simulate the forcing rather than observed data is 
that one obtains in this way a complete three- 
dimensional spectral description of the forcing 
functions with respect to frequency and horizontal 
wavenumber, and this is difficult to extract from 
real data. 

3. Simulated sea surface temperature 
anomalies 

(a) The mixed-layer model 
The simplest models of the uppermost layer of 

the ocean assume a completely mixed, horizontally 
homogeneous layer of depth h and temperature T 
overlying a seasonal thermocline with prescribed 
temperature structure (e.g. Kraus & Turner, 1967; 
Denman, 1973; Niiler, 1975; Thompson, 1976). 
Ignoring the effects of salinity and horizontal ad- 
vection, the evolution of the layer parameters h, T 
are then governed by two prognostic equations of 

the form 

dt 

dh 

dt 
- =f, (U) 

(3.1) 

(3.2) 

Equation (3.1) is a heat balance equation in which 
f, denotes the sum of (a) the total flux of latent heat 
HL and sensible heat H ,  through the air-sea inter- 
face (dependent on the air temperature To, 
humidity q and wind speed U through the standard 
bulk transfer relations), (b) the net short- and long- 
wave radiation R through the sea surface, and (c) 
the heat exchanged with the layer below. The 
second equation (3.2) is an empirical relation based 
on an energy argument in which it is postulated 
that a fixed (small) fraction of the turbulent energy 
produced in the mixed layer is used to thicken the 
layer by entrainment of fluid from below. It is 
normally assumed that the kinetic energy con- 
verted into potential energy by the entrainment 
process is supplied to the mixed layer by the wind, 
so that the source function f, depends only on the 
wind speed (apart from internal parameters of the 
system such as the stratification of the thermo- 
cline). 

We shall simplify this model further by retaining 
only eq. (3.1) and assuming that the mixed-layer 
depth remains constant. In addition, only the 
contribution (a) to f, will be considered. The 
variations in radiation flux (b) are ignored, since 
they cannot be incorporated in our simple atmos- 
pheric model, and the neglect of the heat exchange 
(c) with the lower layer is consistent with the 
neglect of entrainment. If we apply the usual bulk 
transfer relations, we may then parameterize f, in 
the form 

where 

and C,, is the bulk transfer coefficient for the 
sensible heat flux, B the (Bowen) ratio of the latent 
heat flux to the sensible heat flux, pa and pw the 
densities of air and water, and C; and Cr the 
specific heats of air and water. 
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Fig. 3. Simulated SST variations (without and with feedback effect) and total heat flux at x = 0, y = LJ4.  The heat 
flux time series is subsampled at 5-day intervals and the SST time series are low-passed, using a quadratic Lanczos 
filter (cut-off frequency 8 - lo-' Hz). 

(OC)*/Hz 

1 o5 

1 0' 

1 o3 

loi 

.- I 
sensible\ ' 
heat f lux \: 

r . \  

y l r ) ~ H z  

102 

cools, and when it blows from the south, the water 
warms. With this crude parameterization an 
equation formally analogous to eq. (1.1) is obtained 
for the rate of change of SST, 

dT pa C;: KvlUl 
-=C, , ( l  + B )  

10' dt pw c; h 
(3.5) 

In our simulations, we have set K = 0.25 (" C/m/s) 
and taken C,, = gm 
~ m - ~ ,  pw = 1 gm ~ m - ~ ,  C; = 0.24 cal gm-' (" C)-I, 
C; = 0.96 cal gm-' ("C)-', and h = 25 m. A 
mixed-layer depth of 25 m has been suggested by 
Thompson (1976) for low mid-latitudes (30" N) on 
the basis of a comparison of the observed seasonal 
SST cycle with predictions by a copper-plate 
model. The effective mixed-layer depths at higher 
latitudes are considerably greater (a value of 1 0 0  m 
is taken in the following section for station India at 

B = 3, p" = 1.25 

100 

lo-' 

(10-7 I lb -6  Hz 
( 1  / rnon th) 

Fig. 4 .  Simulated spectrum of sensible heat flux (dashed 
lines) and SST anomaly (continuous lines) at x = 0, y = 
LJ4. The arrows indicate the 95% confidence interval. 

To incorporate heat transfer into our at- 
mospheric model we assume that the air-sea 
temperature difference is proportional to the north- 
south velocity V, (To - T )  = KV,  K = const. Thus 
when the wind blows from the north, the water 

59"N). With our choice of K ,  the r.m.s. air-sea 
temperature difference generated by the model is 
1.25 "C. 

(b) Simulated SST anomalies neglecting feedback 
Time series of the stochastic atmospheric forcing 

according to eq. (3.5) were constructed at each grid 
point, and the SST changes were then calculated by 
straightforward integration. Fig. 3 illustrates the 
integral response of the SST to the rapidly varying 
fluxes. To draw attention to the evolution of the low 
frequencies in the SST fluctuations, the SST time 
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series have been low-pass filtered. The longer the 
integration time in (3.5), the larger the amplitude of 
the SST oscillations, as expected from the non- 
stationarity state of the climatic response for the 
case without feedback. 

The power spectrum of the simulated sensible 
heat flux anomaly at a fixed location is shown in 
Fig. 4. It has the same features as the simulated 
wind spectrum (Fig. I). In particular, it is essentially 
white at low frequencies, in agreement with 
observation (and as required by theory) although 
the energy level is about one order of magnitude 
lower than observed flux data (Section'4). The 
simulated flux spectrum implies a diffusion co- 
efficient according to relation (3.5) of D z 0.25 
(°C)2 year-', i.e. the random atmospheric forcing 
produces a standard deviation in the SST of about 
0.7 OC in one year. As predicted by relation (1.5), 
the simulated SST anomaly spectrum is propor- 
tional to the inverse frequency squared at low fre- 
quencies (Fig. 4). This is again in agreement with 
the observations, and the energy level is also about 
one order of magnitude lower than observed mid- 
and high-latitude levels, in accordance with the 
order of magnitude underestimate of the simulated 
input spectrum. A more detailed comparison with 
the observations is given in Section 4. 

The wavenumber spectrum of the SST anomalies 
is proportional to the wavenumber spectrum of the 
atmospheric input (Fig. 2, dotted lines). In contrast 
to the wind spectrum, which is highest at wave- 
number 1, the maximum variance of the simulated 
SST occurs at wavenumbers 2 and 3. This corres- 
ponds roughly to the observed scale of the 
dominant SST anomaly patterns, which are 
typically several thousand kilometers in diameter, 
and is also consistent with the observation that the 
dominant scales of the SST anomalies appear to be 
somewhat smaller than the scales of air tem- 
perature or sea-level pressure anomalies (e.g. 
Kraus & Morrison, 1966; Davis, 1976). 

Although our ocean-atmosphere model is admit- 
tedly highly simplified, the main features of the SST 
spectral response to short time scale weather 
forcing appear to be reproduced reasonably well in 
the numerical experiments. As discussed in Section 
4, further processes (e.g. radiation fluxes of Ekman 
transport) will need to be considered in more 
quantitative models. However, as long as these can 
be represented by short-time-scale "weather vari- 
ables", they will yield only an additional white 
noise input. Depending on their correlation with the 
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sensible and latent heat fluxes considered here, they 
will produce lower or higher energy levels of the 
SST anomalies, but no changes in the basic 
structure of the spectrum. Other effects which 
should be incorporated in more detailed models 
include slow changes in the coupled system (e.g. 
seasonal variations of the mixed-layer depth), 
which will modulate the oceanic response. 

Up to this point we have also omitted feedback 
effects. The observations (Section 4) suggest that 
the characteristic feedback time of SST anomalies 
is of the order of 6 months, so that the results of 
this section can be applied only for periods shorter 
than this time scale. 
(c) Simulated SST anomalies including feedback 

For small temperature anomalies, the function f, 
in eq. (3.1), dT/dt = f,/h (h = const), can be 
expanded with respect to T. Writing f, = ull + f i, 
and defining T = 0 to correspond to an equilibrium 
temperature for which ull = 0, eq. (3.1) then takes 
the form of a first-order autoregressive (Markov) 
process 

dt h 

where 1 = (a[ f , l /aT) , , ,  is a constant feedback 
factor. For a stable system with negative feedback, 
1 is positive (cf. eq.) (1.7)). 

Since our atmospheric model contains no ther- 
modynamics, we cannot simulate the feedback 
explicitly in the coupled system. However, we can 
estimate the feedback factor by expanding the bulk 
formula (3.4) with respect to T. Assuming the air 
temperature to remain constant, this yields 

where (lUl) is the mean wind speed. Taking (IUl) 
= 8 m sec-' and C,,, B and h as given in Section 
3a, one obtains 1 = (1.7 month)-'. This feedback 
factor is larger than inferred from observations, 
presumably because of the unrealistic assumption 
of a constant air temperature (cf. Section 4). The 
value was nevertheless used in our model experi- 
ments to illustrate the stabilizing influence of a 
negative feedback in our rather short (512) day) 
simulation runs (Fig. 3). The decrease in amplitude 
of the lowest frequency SST oscillation as com- 
pared with the case without feedback is clearly dis- 
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cernible. The computed SST spectra also showed a 
corresponding flattening at low frequencies, as 
expected. 

Our simulation experiments may be compared 
with the work of Salmon Br Hendershott (1976), 
who simulated one year of air-sea interaction 
processes by coupling a two-layer, thermally 
variable atmospheric model to a “copper plate” 
oceanic mixed layer. With this more realistic 
model, which simulated the observed northern 
hemisphere seasonal cycle in fair detail, they found 
a frequency spectrum of SST anomaly very similar 
to the spectrum represented in Fig. 4. This supports 
the premise that the principal features of the SST 
variability are independent of the details of the 
coupling and can be inferred from the general 
concept of a white forcing spectrum and a linear 
auto-regressive integrator response, with a large 
time-constant separation between input and 
response. 

For comparison, Fig. 3 also shows the charac- 
teristic “explosive” behaviour of the processes with 
linear positive feedback, 1 < 0. Because of the short 
time scales involved, this case can be ruled out for 
SST anomalies, but it has been suggested that it 
may be relevant for more inert components of the 
climatic system, such as the ice sheets. It should be 
noted that a positive linear feedback does not 
necessarily imply overall climate instability, as non- 
linear terms can stabilize the response at  larger 
amplitudes. 

4. Cornparkon with observations 

The principal features of the stochastic two-scale 
model of SST variability are that the frequency 
spectra of SST anomalies obey an inverse square 
law for frequencies in the range r,’ < o < r i 1 ,  
flattening to a constant level at lower frequencies, 
and that the atmospheric input spectra are white 
throughout this frequency range. Examples of data 
exhibiting these features are given in Figs. 5 and 6. 

Fig. 5 shows the spectra of SST anomaly at the 
Atlantic Ocean weather ship India (59ON, 19O W), 
and Fig. 6 shows the spectra of latent and sensible 
heat flux at the same location (after Frost, 1975). 
The seasonal signal has been subtracted from the 
SST time series, but not from the latent and 
sensible heat flux series. Approximately 16 years of 

( Ilmonth) 

Fig. 5 .  Spectrum of SST anomaly at Ocean Weather 
Ship India for the period 1949-1964 (after Frost, 1975). 
The arrows indicate the 95% confidence interval. The 
smooth curve was calculated from relation (4.1) with h = 
100 m, L = (4.5 month)-’. 
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Fig. 6 .  Spectra of latent and sensible heat flu at Ocean 
Weather Ship India for the period 1949-1964 (after 
Frost, 1975). 

data were available, and the SST anomaly 
spectrum was computed from 14-day average data, 
yielding a Nyqvist frequency of about 1 cycle per 
month. Daily averages of the fluxes were computed 
from the flux time series obtained from the three 
hourly wind and temperature data using the bulk 
formulae, thereby avoiding the usual dficulties of 
estimating fluxes from climatologically averaged 
wind and temperature fields. 
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Both the SST spectra and the flux spectra agree 
well with the form predicted by theory. The 
flattening of the SST spectra at high frequencies 
may be attributed to aliasing. The flattening at low 
frequencies corresponds to a linear feedback factor 
1 = (4.5 months)-'. Kraus & Morrison (1966, 
Table 7) have calculated the correlation function 
rT1(r) of monthly average SST anomalies at station 
India from 12 corresponding years of data. Fitting 
a function e-"' (predicted from eq. (1.7), see 
appendix) to the given values of rrT(r) also gives 
good agreement for 1 = (4.5 months)-'. This feed- 
back factor is smaller than the value R = (1.7 
months)-' which was computed in Section 3 from 
the bulk formula under the assumption that 
changes in SST were not accompanied by changes 
in air temperature. In fact it is known that the heat 
exchange across the sea surface rapidly leads to an 
adjustment of the surface air temperature to a value 
fairly close to the local SST, so that SST anomalies 
always produce air temperature anomalies of the 
same sign and only slightly smaller amplitude (cf. 
Thompson, 1976). Thus the net feedback factor, as 
determined by the true air-sea temperature dif- 
ference in the bulk formula, may be expected to be 
considerably smaller than 1 = (1.7 months)-'. 

The ratio of the latent and sensible heat flux 
spectra to the SST spectrum is also consistent with 
the simple copper-plate model described in the 
previous section. From (3.1) and (3.3) we find 

(4.1) 

where G(w) is the SST spectrum, and FJO) and 
F,(O) are the (constant) low frequency levels of the 
sensible and latent heat flux spectra, respectively. 
At the high latitude of station India, these fluxes are 
likely to dominate the local heat balance, although 
radiation effects may be important in summer. 
Dimensional arguments (see also Gill & Niiler, 
1973) suggest furthermore that heat advection by 
anomalous wind driven currents play a minor role 
in mid- and high latitudes. It has also been assumed 
here for simplicity that the sensible and latent heat 
flux variations are uncorrelated, which is probably 
incorrect, but the degree of correlation is un- 
important, since F,(O) % FJO). Equation (4.1) is in 
agreement with the data if a value h = 100 m is 
chosen, which is consistent with typical depths of 
the seasonal thermocline at station India (Frost, 
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Fig. 7. -* . structure function [Sy(t)l of the North 
Pacific SST anomaly data of Namias (1969). -: 
predicted structure function for D = 0.04(°C)f y-', 1 = 
(0.75 yr)-I. ----* . correlation function of the SST 
anomaly data. ... . ... . : input correlation function infer- 
red from differenced temperature time series. The arrows 
indicate the variance of the correlation estimates 
(approximately f the 95 % confidence intervals). 

1975). The energy levels correspond to a diffusion 
coefficient (eqs. (1.4), (1.6)) of D = 1.5(°C)2/yr, 
which means that without feedback the short-time- 
scale atmospheric flux variations would produce 
r.m.s. SST anomalies of order (2 - ( 1.5))1'2 = 1.7 OC 
in a year. 

Another example of a local temperature variance 
spectrum, in this case for 13 years of data taken 
at 10-m depth at the Panulirus station near 
Bermuda (32O N, 65O W) can be found in Fig. 16 
of Wunsch (1972). the seasonal signal was not 
removed, but the w-* behaviour of the spectrum 
for frequencies above 1 cpy is nevertheless 
apparent. The energy level is here also of the 
same order as at station India, but a quantitative 
comparison of the input-response energy levels is 
not possible in this case because the relevant input 
data was not given. 

Figs. 7 and 8 show correlation (structure) 
functions and power spectra of spatially averaged 
SST anomalies and atmospheric pressure 
anomalies for the North Pacific. The structure 
function of Namias' (1969) 25-year time series of 
SST anomaly data, averaged over the entire Pacific 
north of 20°N, Fig. 7, shows initially a linear 
increase with lag, as predicted by the stochastic 
forcing model without feedback, followed by a 
flattening to a constant value, as expected when the 
stabilising feedback comes into play at large time 
lags (eqs. (1.4) and (1.8)). Continuous time series 
data for the integrated air-sea fluxes over the 
North Pacific are not available, but the equivalent 
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Fig. 8. Spectrum of the dominant EOF of the North 
Pacific SST anomaly and sea level pressure (after Davis, 
1976). The smooth curve represents the predicted SST 
spectrum for 1 = (6 month)-’ with appropriate choice of 
the level of the white input spectrum. 

forcing function u( t )  in the lag range 7x < t < 7, 
(see relation (1.7)) has been evaluated here simply 
by differentiating the integrated SST time series. 
The input and response correlation functions (r,, 
and rTI. in Fig. 7) exhibit the structure and time 
scale separation assumed in the stochastic model. 
In this example the essentially zero-lag width of the 
auto-correlation function of the “atmospheric 
forcing” follows directly from the initially linear 
form of the autocorrelation function of the 
anomaly, and is shown simply for illustration, 
rather than as independent corroboration of the 
model. The diffusion coefficient, Le. the rate of 
generation of SST anomalies, can be estimated 
from the slope of [Sy2(t)l at small t :  D z 0.04(OC)* 
yr-I. This value is smaller than at station India, but 
is not unreasonable, when considering that the vari- 
ability of the fluxes at a fixed position should be 
considerably higher than the variability of the 
fluxes averaged over the North Pacific, to which 
only the longest wavelengths contribute. The feed- 
back relaxation time for the North Pacific is of the 
order I-’ = 0.75 year, somewhat larger than the 
station India value, but the 3-month time incre- 
ment of Namias’ time series is too coarse for an 
accurate calculation. Namias & Born (1974) give 
the correlation function calculated from monthly 
averages of this SST data, at lags up to 24 months. 
An exponential decay with 1 = (1  year)-’ provides 
a good fit a t  lags larger than 6 months, but the 
initial decay is faster, suggesting that the feedback 
process may be more complex than the single- 
variable equation (1.7). This could be due to other 

anomaly modulating-processes such as an ad- 
vection or diffusion. 

An analysis of 28 years of monthly averaged 
North Pacific SST data (north of 20° N) has been 
carried out by Davis (1976). The SST anomaly 
fields were correlated with fields of atmospheric 
surface pressure anomalies. Both fields were 
decomposed first into their empirical orthogonal 
functions (EOF’s). Fig. 8 shows the variance 
spectra of the amplitudes of the dominant first EOF 
of each field. An exponential decay with A = (6 
months)-* provides an excellent fit to the cor- 
relation function of the dominant SST mode 
reported by Davis (his Fig. 6). This feedback factor 
has been used to construct the predicted SST 
spectra behaviour in Fig. 8. The agreement with the 
observed spectrum is good throughout the whole 
frequency range (again, aliasing may explain the 
somewhat higher energy at high frequencies), and 
the pressure spectrum is flat, as expected for an 
atmospheric variable. 

A direct verification of the model by comparison 
of the input and response energy levels is again not 
possible for Davis’ data because of the lack of 
appropriate time series measurements of the 
spatially integrated surface heat fluxes. However, 
Davis calculated the cross correlation function for 
the amplitudes of the first EOF’s of the SST and 
surface pressure anomaly, and this provides a 
rather critical test of the basic premise of the 
model, namely that SST anomalies represent the 
integral response to short-time-scale atmospheric 
forcing. 

We assume that the amplitude of a surface 
pressure anomaly may be chosen in place of the 
anomalous surface heat flux as the atmospheric 
variable determining the rate of change of an SST 
anomaly. This is permissible if the anomalous 
circulation patterns associated with the pressure 
anomalies are correlated with anomalous heat 
fluxes (as was the case, for example, for the heat 
fluxes computed from the wind field in the simple 
simulation model in Section 3). The variables y and 
v in eq. (1.7) may then be interpreted as the ampli- 
tudes of the first EOF‘s of the SST and surface 
pressure anomaly fields, respectively (except for a 
proportionality factor which can be normalized to 
unity). Multiplication of (1.7) by v(t - 7) and 
averaging yields the relation 
d 
- R,, ( r )  = R, ,  (7) - 1 R,, (7) 
dt 

(4.2) 
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for the covariance functions 

and 

R J r )  = [ d t  + r)u(t)l 

Assuming white-noise atmospheric forcing R J r )  = 
AS($ and Ryy(r) = 0 for r < 0 (causality), the 
solution of equation (4.2) is given by 
Ryv(r) = A  e-AT for r > 0 

= O  for r < 0 (4.3) 
The observed correlation function R,, is shown in 
Fig. 9, upper panel. The rounding of the observed 
correlation function at the predicted discontinuity r 
= 0 can be attributed to the I-month averaging per- 
formed on the time series prior to correlating. If the 
smoothing effect is included (see appendix), the 
theoretical curve (Fig. 9, lower panel) shows a 
remarkable agreement with the measured cor- 
relation function. 

In summary, it appears that most of the features 
of mid-latitude SST anomalies can be explained by 
a simple model of white atmospheric forcing 
balanced by a stabilizing linear feedback. A more 
detailed quantitative analysis, including multi- 
component cross correlation analysis of a number 
of EOF's of the postulated atmospheric forcing 
fields and the SST response, would undoubtedly 
reveal many refinements of the simple picture used 
here. For example, the investigations of Clark 

- . 2 J '  
- 12 -6 0 6 12 

Fig. 9. Upper panel: observed correlation between the 
amplitude of the dominant mode of SST and sea level 
pressure (after Davis, 1976). Lower panel: theoretical 
correlation estimated from monthly averaged data for v 
= (8.5 day)-', I = (6 month)-' (see appendix). 

months 

(1972), Gill & Niiler (1973), Gill (1975), and 
Emery (1976) have demonstrated that large-scale 
advection, local advection and upwelling due to 
eddies, mixed-layer deepening by wind actions and 
radiation flux variations can all influence the SST 
field significantly. A detailed regional study by 
Reynolds (in preparation) suggests that in regions 
of the ocean near strong currents or thermal fronts, 
oceanic processes dominate over the atmospheric 
forcing as the cause of SST variability. We have 
also ignored the seasonal modulation, which 
strongly affects both the low-frequency spectrum of 
the atmospheric forcing and the SST response 
(through the variable mixed-layer depth). None- 
theless, in considering long-term air-sea inter- 
action, the concept of a time-scale separation 
between the two interacting media appears to yield 
a reasonable first-order picture as a starting point 
from which more accurate models can be 
developed. 

5. Thermocline variability 

As a further application of the two-scale model, 
we consider finally the generation of temperature 
variations within the near-surface thermocline. 
These are relatively difficult to generate by variable 
heating at the surface, which is largely absorbed in 
the mixed layer, but can be effectively excited by 
horizontally variable wind stresses. The diver- 
gences of the horizontal Ekman transports 
generated by the stresses produce vertical displace- 
ments of the isotherms, thereby inducing tem- 
perature variations at a fixed depth proportional to 
the vertical thermal gradient. 

In general, a spatially- and time-dependent 
surface stress field produces two forms of response 
in the ocean: gravity-inertial modes, and quasi-geo- 
strophic motions. For frequencies well below the 
lowest eigenfrequency of inertial-gravity modes, i.e. 
well below the local Coriolis frequency, the transfer 
function for inertial-gravity modes is essentially flat 
with respect to frequency, whence a white input 
spectrum would produce a white inertial-gravity 
response spectrum, rather than the observed red 
spectrum. The eigenfrequencies of the baroclinic 
quasi-geostrophic motions (Rossby waves), on the 
other hand, are considerably lower, of the order of 
a fraction of a cycle per month, and for these 
motions a red response spectrum may be expected. 
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The response of a stratified ocean subject to 
different forms of forcing has been studied in 
various contexts by many authors. A general de- 
composition of the forcing functions and response 
into inertial-gravity and geostrophic motions using 
projection operators is given, for example, in 
Hasselmann (1970). In the linear,f-plane approxi- 
mation, the rate of change of the quasi-geostrophic 
component of the displacement (relative to the 
free surface) of an isotherm immediately below the 
Ekman layer satisfies the simple “Ekman pumping” 
equation 

(5.1) 

where S is the stress applied at the surface andfthe 
Coriolis parameter. (Equation (5.1) is normally 
derived from the continuity equation aylat = V M 
and the geostrophic relation f A M = S for the 
vertically integrated mass transport M of a quasi- 
stationary Ekman layer, but is in fact valid 
rigorously for the quasi-geostrophic component of 
the response in the f-plane, independent of the 
assumption of quasi-stationarity.) If the barotropic 
mode, which yields a negligible contribution to the 
near-surface isothermal displacement, is excluded, 
the pplane restoring forces can be neglected to first 
order for time scales up to several months, and the 
appropriate f-plane equation (5.1) then .reduces to 
the basic form (1.3) of a stochastically driven 
system without feedback. 

The generation of thermocline displacements 
according to (5.1) was investigated in an experi- 
ment, using the atmospheric model of Section 2 to 
simulate the wind forcing through the bulk relation 
S = C,P,IUIU, with C,= 1.5. lOW. The wind 
stress was first constructed at each grid point, and 
its curl was then taken in the Fourier domain using 
the fast Fourier Transform method. The power 
spectrum of simulated wind-stress curl is approxi- 
mately white at low frequencies, as other atmo- 
spheric spectra, with a spectral level of the order of 
10-9-10-10 dyn2 cm-6/Hz ( 10-7-10-6 Newton2 
m-6/Hz). The spatially averaged r.m.s. Ekman 
suction velocity is approximately 

Fig. 10 shows the computed power spectrum of 
thermocline vertical displacement at a typical 
location (x = 0, y = 1543). The associated white- 
noise level of the input spectrum in this case is 
4. dyn2 cm-6/Hz, which corresponds to a 

m s-*. 

m21Hz 

1 07. 

lo6, 

lo5 

THERMOCLINE 
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Fig. 10. Spectrum of simulated thermocline displace- 
ments at x = 0, y = LJ3. The arrows indicate the 80% 
confidence interval. 

diffusion coefficient D = 63 mz year-’. Thus in the 
absence of feedback, the random short-time forcing 
by Ekman pumping would produce a r.m.s. vertical 
displacement of 1 1  m in a year. 

However, it is possible that our atmospheric 
model strongly underestimates the variance 
spectrum of the wind-stress curl. Observations at 
Bermuda (Wunsch, 1972) suggest that the white- 
noise level of the wind-stress spectrum may be 
nearly one order of magnitude larger than in the 
model. Furthermore, the wavenumber spectrum of 
the simulated wind-stress curl shows a maximum 
contribution to the variance near wavenumber 5 ,  
which corresponds to a dominant wave length of 
2500 km (Fig. 2). The strong decrease of the 
spectrum at higher wavenumbers is probably un- 
realistic and may be attributed to the large coeffi- 
cient of dissipation and the truncation of the model 
at wavenumber 8. 

Dimensional arguments suggest in fact that if 
the wind kinetic energy decays as k-’ (or less) in 
the enstrophy inertial range, the wind-stress curl 
spectrum should decay as IC’ (or less), so that 
scales not represented in our atmospheric model 
are likely to contribute significantly to the wind- 
stress curl variance. This is in agreement with the 
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Fig. 11. Spectra of temperature variations in the seasonal thermocline (from Bernstein & White, 1974). Data are from 
various stations in the mid-Pacific between 30N and 43N at depths of 150 m (1-4) and 200 m (5). Frequency slopes 
of -2 are indicated. 

recent work of Saunders (1976), who showed that 
the curl of the wind stress estimated from long-term 
averaged wind data was underestimated by a factor 
one half when computed from a 5 O  square grid as 
compared with a 1 O square grid. 

Fig. 10 may be compared with the spectra of 
temperature variations measured at various 
stations in the North Pacific at 150 and 200 m 
depth within the thermocline by Bernstein & White 
(1974), Fig. 1 1 .  Although the exact form of the 
spectrum is uncertain due to the composite nature 
of the data, the general trend is consistent with a 

power law. Taking a typical thermal stratifi- 
cation of 5 10-ZoC/m (cf. Bernstein & White, 

1974, Fig. 8) and the Coriolis parameter for the 
latitude 40°, the average spectrum F,(u) = lo-' 
a-2 (°C)2/cph (a = frequency in cph) of the 
thermocline temperature variation T shown in Fig. 
14 corresponds to a spectrum of thermocline 
displacement F,, z 10-5v-2 m2 S-~/HZ ( v  in 
Hertz). This is about two orders of magnitude 
larger than the model data. 

Another example of observed thermocline vari- 
ability can be found in Fig. 16 of Wunsch (1972), 
which shows the variance spectra of temperature 
fluctuations at 100 meters depth at the Panulirus 
station in Bermuda. The spectrum decreased 
approximately as w2 for periods ranging between 
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1 month and 1 year and begins to flatten for 
periods longer than about 1 year. The energy level 
of the temperature spectrum is similar to that in the 
North Pacific, but the corresponding displacement 
spectrum is difficult to estimate, since seasonal 
variations of the vertical temperature gradient are 
very pronounced at this depth (cf. Schroder & 
Stommel, 1969). 

However, the equivalent displacement spectra of 
both Bernstein-White and Wunsch are clearly con- 
siderably higher than the spectra simulated by the 
model. Taking a wind stress white-noise level of 
5 .  lo5 dyne2 ~ m - ~ / H z  (estimated from Wunsch, 
1972), the North Pacific data require that most of 
the wind-stress variance would need to be con- 
centrated around wave lengths as short as 220 km 
in order to produce the observed thermocline 
displacements by Ekman pumping. Bernstein & 
White (1974) suggest, in fact, that the North Pacific 
thermocline variability is caused by internal baro- 
clinic eddies, rather than wind forcing. It should be 
noted, however, that the examples of thermocline 
displacement spectra discussed here may not be 
very representative for other oceanic regions. 
Dantzler (1976) showed, for example, that there 
are large areas in the North Atlantic where the 
r.m.s. depth displacement of the 15 OC isotherm (at 
depths ranging from 100 to 500 m) is at least a 
factor 4 smaller than near Bermuda. 

In summary, it remains an open question 
whether variability in the seasonal thermocline can 
be explained by atmospheric forcing, despite the 
agreement of the shape of the temperature fre- 
quency spectrum of a white-noise atmospheric 
forcing model. This question can be resolved only 
by a more detailed analysis of the wavenumber 
spectrum of the wind-stress curl, particularly in the 
region of high wavenumbers. But it can be con- 
cluded that at all events local atmospheric forcing 
should be regarded as a serious candidate for the 
origin of variability in the seasonal thermocline 
(and possibly below) in certain regions of the 
Ocean. 

6. Conclusion 

With regard to SST variability it has been shown 
that in mid-ocean regions away from intense 
currents or thermal fronts the principal statistical 
properties of SST anomalies can be explained by a 
simple model in which the atmosphere acts as a 

white-noise generator and the ocean as a first-order 
Markov integrator of the atmospheric input. 

The mechanism was demonstrated numerically 
by a Monte-Carlo simulation, using an idealized 
two-dimensional model of atmospheric turbulence, 
and was verified independently by measurements. 

According to this picture, the evolution of SST 
anomalies is unpredictable, except that, once 
generated, they tend to decay with an e-folding time 
of the order of f year. The evolution of the 
anomalies is independent of any feedback with the 
atmosphere. 

It should be stressed, however, that we have 
presented only a first-order picture and have 
ignored important effects such as the seasonal 
modulation, interactions within the ocean and 
higher-order anomaly-pattern interactions. Our 
analysis was based either on single-station data, 
spatially averaged data or on the interaction 
between the dominant first EOF's of SST and 
atmospheric pressure anomaly. A more detailed 
analysis using a more sophisticated model and a 
more extensive data base may well reveal higher 
order feedback processes of practical significance 
for long-range weather forecasting. 

The analysis of variability in the seasonal 
thermocline provided some evidence, from the 
general structure of the frequency spectra, of white- 
noise atmospheric forcing, but a quantitative 
comparison of the input and response spectra 
remained inconclusive because of inadequate 
information on the wavenumber-frequency spectra 
of the wind-stress curl. Since the atmospheric 
forcing may be expected to lie in the same range of 
the wavenumber spectrum as the oceanic meso- 
scale eddies, which contain the major portion of the 
kinetic energy of the ocean, it is important to 
clarify whether a significant part of the eddy energy 
near the surface (and possibly deeper) could be 
generated by local atmospheric forcing. We con- 
clude that, on the basis of present evidence, this 
mechanism must be considered as a possible 
important source of mesoscale eddy energy in 
certain regions of the ocean and should be investi- 
gated further. 
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~ ~ i 1 - 2  e(n+l )vT - 8. Appendix 
rYY(n) = ( - 2(vT- n = -1, -2,. . . 

Effect of smoothing on the correlation between 
climate and weather variables 

Here we generalize the result (4.3) to include a 
finite correlation of the atmospheric forcing and the 
effect of data smoothing. Following Munk (1960) 
and k i t h  (1973) we represent the weather variable 
v(t)  in eq. (1.7) by a first-order Markov process, 
whose autocorrelation is given by 

= ( 2(v;:1))’/2 
n = O  

21vT2 
I I-  n = l , 2 ,  ... 

(vT-1)  e-dT 

(A7) rvv(r) = (A 1) 

The precise form of rvv is not critical. Equation 
(4.2) and the corresponding equation for the co- 
variance function R,(r) = b ( t  + r)y(t)l then yield 
the correlation functions 

for r GO (A2) 

where we have assumed 1 e v, consistent with 
our two-time scale approximation. 

If the anomaly data is time averaged over an 
interval T, the covariance function R f P  (5) be- 
tween the smoothed variables a and B is gwen by 

dt” R, (t’ + 7 - t”) 

(A41 

For an averaging time Tin  the interval v-’ @ T e 
A-I, one finds, after some algebra 

r, (nT) = 1 n=O 

e y T  e-Dl!lTl 

5- n = f l ,  f 2 , .  . . 
~ ( v T -  1) 

(A5) 

- 
ryy (n) N n=0 ,+1 ,+2 ,  ... 

(A6) 

Relation (A5) is an approximate form of the 
relation (5 )  given by Munk (1960) in his dis- 
cussion of the increased persistence of atmo- 
spheric variables by smoothing. Relation (A6) 
shows that the correlation function of the climate 
variable is not affected by smoothing, as expected. 
However, the cross correlation between the climate 
and weather variable is increased considerably 
through smoothing. Also, the shape of the curve is 
modified. 

The increase of the correlation between climate 
and weather variables by smoothing can be readily 
understood in terms of the variance spectra. 
Equations (1.5), (1.6) and (1.9) show that the 
climate response is driven by the low-frequency 
part of the input spectrum. By low-pass filtering the 
atmospheric input the main part of the spectrum 
which does not contribute to the climatic response 
is removed, whereas the essential low-frequency 
region of the input spectrum is left unchanged. 
Thus the residual input signal will exhibit a much 
higher correlation with the climatic response than 
the unfiltered input. 

For v = (4 day)-’ and 1 = (6 month)-], repre- 
sentative of the weather and SST anomalies re- 
spectively, the zero-lag unsmoothed correlation 
rTv(0) is 0.15 (similar to the value reported by 
Salmon & Hendershott (1976)), and the cor- 
relation function has a maximum of 0.27 when the 
weather variable leads the SST by 12 days. If 
monthly averaged data are used, the predicted 
zero-lag correlation is iTv(0) = 0.31, and a 
maximum correlation of 0.52 occurs when v leads 
T by one month. If seasonal averages are used, 
even higher correlations result, 0.5 at zero lag and a 
maximum of 0.6 at lag one (one season). This is 
consistent with the high correlation factors repor- 
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ted for time-averaged data, for example by Namias 
(1969). Equation (A7) was used to construct the 
predicted curve in the lower panel of Fig. 9 (Section 

4), taking Y = (8.5 day)-' in accordance with the 
value quoted by Davis (1976) for the 1st EOF of 
the North Pacific surface pressure anomaly. 
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